
 

 

Abstract— Estimation of road traffic noise is fundamental for 

the health of people living in urban areas, and it is usually 

assessed based on field-measured data. Real data may not always 

be available, anyway, and for this reason, predictive models play 

an important role in the evaluation and controlling of the noise 

impact. In this contribution, the authors present a multilinear 

regressive model calibrated on simulated noise levels instead that 

on real measured ones, correlating percentile noise levels to 

independent traffic variables. The model efficiency is then 

evaluated on two field measurement datasets by analyzing data 

statistics and error metrics. Results show that the model provides 

good results in terms of mean error (less than 1 dBA on average) 

even if slight underestimations and overestimations are present. 

The presented model, then, can be used to assess the impact of 

road traffic noise anytime field measurements are not available, 

or even predict it when designing new road infrastructures. 

 

Keywords—Noise assessment, Road traffic noise, 

Percentile Levels, Multilinear regression. 

I. INTRODUCTION 

NVIRONMENTAL impact of the road network is a 

relevant topic in an urban context reconciliation because 

these infrastructures affect human health, especially in 

relation to air pollution and road traffic noise. Actually, 

continuous noise exposure has a large impact on people's 

quality of life. Traffic noise in particular is linked to many 

health conditions such as high blood pressure, hearing loss, 

cardiovascular problems, etc., [1], [2], [3], [4], [5], [6], [7], 

[8], [9], [10], [11], [12]. According to World Health 

Organization studies, about 30% of the population of the 

European Union is exposed to day and night average traffic 

noise levels of 55 or more dBA, [13]. Therefore, the 

evaluation of noise pollution nearby existing or planned road 

infrastructure must be executed. This assessment can be 

achieved both by a wide range of experimental activities and 

by software simulations. In particular, the mathematical 

modelling of the sound sources and of the propagation in the 

area under study needs to be very accurate, in order to provide 

reliable results. The development of Traffic Noise prediction 

Models (TNMs) began in the 50s’, with the usage of statistical 

approaches, calibrating predictive formulas on big datasets 

collected with field measurements, [14], [15]. A 

comprehensive review of the main literature approach can be 

found in [16], [17], covering the most used TNMs so far, while 

in [18], the authors reported a resume of some innovative 

approaches, such as cellular automata, [19], machine learning 

techniques, [20], stochastic models, [21], among the others. 

The main inputs of regressive and statistical models usually 

are traffic flow, vehicle type, the distance between source and 

receiver, and sometimes, speed. Moreover, many additional 

parameters can be taken into account in the TNM, as 

coefficients in the predictive formula or as additive correction 

terms, [22], [23], [24], [25], [26], [27], [28], [29], [30].  

In this paper, a multilinear regressive model is presented 

and calibrated on simulated data rather than on field-measured 

ones. Based on the original idea published in a work of [31], 

the here presented model calculates L10,h values and then 

investigates the correlation between the independent variables 

and L10,h values by a multilinear regression technique. After 

the calibration, a test is performed on two real field 

measurement datasets, in order to estimate the performances of 

the model and to conclude about the possible extension of this 

approach on different case studies, also variating the simulated 

calibration dataset. The results will show that such an 

approach is effective, especially in the standard traffic flow 

and speed conditions, also compared to other literature 

models, making the model suitable for road traffic noise 

assessment, particularly when field measurements are not 

available.  

II. MATERIAL AND METHODS 

The aim of the work is to computationally generate a 

model for road traffic noise assessment and to validate it. The 

first step of this work is to calibrate the multilinear regressive 

model to be applied to the simulated dataset. Following the 

work of [31], this calibration is performed on a simulated 
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dataset, built with the aim of including several possible traffic 

conditions. The variables chosen are the hourly traffic flow Q 

[veh/h], the percentage of heavy vehicles - generally defined 

by a weight greater than 3.5 tons – P [%], the distance between 

the lane center and the receiver d [m], and the mean speed of 

the flow v [km/h]. Through a random generation function, 

then, a dataset of 200 rows is obtained, and for each of the 

rows Leq,h is calculated using the formula provided in [31], 

deprived of some terms which were not useful for this specific 

application: 
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In this formulation Lwi is the single vehicle source power 

level, as a function of the speed vi, d0 is a reference distance 

used for the computation of Lwi, according to the REMEL 

approach, [32]. Δh is the height of the receiver, Ie and I0 

indicate, respectively, the background noise intensity and the 

hearing threshold. Namely, in the formulation here proposed, a 

degree of asymmetry between the source and receiver is 

neglected with respect to the original formulation proposed in 

[31]. The hourly equivalent level Leq so simulated is then 

converted to L10 using the formula suggested by the UK 

regulation, [26]: 

 

, 10,h0.94 0.77eq hL L                         (2) 

 

The choice to transform the Leq in L10 follows the approach 

used and allows us to perform a comparison on the dataset 

provided in [24], as well as to compare the model’s results 

with the prediction provided by the UK model CoRTN, [33]. It 

is important to note that the chosen equivalent level is 

functional to the needs of the research and that it can be 

changed by simply implementing the formulas on the model 

itself. 

The final database to be calibrated, then, is made of 200 

rows times 5 columns corresponding to independent variables: 

Q, v, d, P, and a column of simulated Leq,h. The multiple 

regression between all the independent variables with Leq,h 

values is the core of the calibration of the model itself. 

Multilinear regression has been performed in Python by using 

numpy, pandas, and statsmodel packages, respectively for 

numerical analysis, dataset creation and management, and 

linear regression technique application. Linear regression, in 

detail, has been applied with the Ordinary Least Squares 

method. The goodness of the linear regression is assessed by 

some statistical parameters: residual standard error, Multiple R 

squared, and adjusted R squared p-value. Considering previous 

observations (data not shown) and also given the remarks of 

[31], the linear regression technique has been observed to have 

validity within fixed ranges of values of the independent 

variables. The details about the ranges of the variables are 

reported in Table 1. 

TABLE 1. Range of variation of the variables 

Variable Lower limit Upper limit 

Q [veh/h] 10 1000 

d [m] 5 200 

V [km/h] 25 75 

P [%] 0 20 

 

Once the dataset has been built and the multilinear 

coefficients have been estimated, a second linear regression is 

performed, in order to tune the slope coefficients of each of the 

four variables and of the overall function X, defined as in 

formula (3), where C(Q), C(V), C(P) and C(d) are the slopes of the 

multilinear regression. Please note as P and d variables are 

added to a positive integer value to avoid a negative argument 

of the logarithm. 

 

         10 5 ( 15)
Q V P d

X C Log Q C V C Log P C Log d       (3) 

 

The intercept and slopes of the new linear regression are 

used to compute the final predictive formula of the model 

proposed in this paper as in equation (4). In this formula, CX is 

the slope of linear regression.  

 

10,sim X XL Intercept C X                             (4) 

 

The so-built model has been validated on two datasets 

coming from different sites, in order to check the generality of 

the approach and to highlight possible limitations of the 

presented approach.  

The validation of the model has been evaluated on real 

field measurements coming from two different sites. The first 

site is a straight carriageway in Patiala (India), without any 

significant slope, where road traffic noise has been recorded 

during good weather conditions. Available data refer to 84 

hourly Leq levels, together with values of Q, v, and P. The 

second dataset includes measurements taken from the Long 

Term Monitoring Station project of Universitè Gustave Eiffel, 

France. Such a dataset is made of more than 30000 15-minute 

Leq levels. For the scope of this work, the authors selected a 

limited range of values between August and September 2007, 

converting them into hourly Leq values. In order to perform this 

conversion, the authors selected only the hours that included 

all the required inputs to feed the model and that presented no 

missing data in the Leq column. This selection reduced the 

dataset to 100 hours. 

The model has been validated on both datasets by 

simulating the L10,h from the independent variables and then 

comparing it with the measured ones. The goodness of the 

model is assessed by analyzing the error distributions and by 

evaluating two main statistical parameters of the errors: the 

MAE (Mean Absolute Error) and the RMSE (Root Mean 

Square Error).  

III. RESULTS AND DISCUSSION 

The simulated model is calibrated by a multilinear 

regression, to assess the contribution of each independent 
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variable to the composition of the L10,h. The results of the 

multilinear regression are listed in Table 2. 

TABLE 2. Results of the multilinear regression 

 
Variable 

Estimated 

value 

Standard  

deviation 

Coefficients 

Log10(Q) 10.4535 1.49938 

V 0.0348 0.04062 

Log10(P+5) 3.4105 5.92760 

Log10(d + 15) -1.9515 6.33512 

Intercept  44.26899 3.11606 

 

It is possible to notice how Q is the most affecting 

variability of the model, meaning that the equivalent noise 

level profoundly changes when changing the number of 

passing vehicles at a given time. Moreover, the only negative 

correlation is the one of the distance, reflecting the well-known 

phenomenon of the reduction of the noise level at increasing 

distance from the noise emitter. Multilinear regression has 

been evaluated with different parameters, listed in Table 3. 

Figure 1 visualizes the regression of all the independent 

variables in the multilinear regression model. 

TABLE 3. Goodness fit parameters 

Residual 

standard 

error 

R-squared 

Adjusted 

R-squared 

p-value 

1.335 0.9214 0.9198 < 2.2*10-16 

 

 
Figure 1. Multilinear regression results. In each plot of the figure the 

correlation between a single independent variable and L10,sim is shown. 

 

The second step of the calibration is a new linear 

regression between L10,sim, and the overall function X, as 

described in formula (3). Results and statistic parameters of 

such linear regression are listed in Table 4, and lead to the 

final expression of the X function as in (5): 
 

   

   

10

10 10

10.4535 0.0348

3.4105 5 1.9515 15

X Log Q V

Log P Log d

  

   
                 (5) 

TABLE 4. Results of second the linear regression 

  
Estimated 

value 

Coefficients 
Intercept 45.5075 

Slope 0.8510 

Regression 

parameters 

Residual standard error 2.013 

R squared 0.8185 

Adjusted R squared 0.8176 

p-value <2.2*10-16 

Analysis of residuals indicates that the model has a mean 

residual value basically null (2.33*10-16), with a standard 

deviation of 1.32. Skewness and Kurtosis are respectively -

0.84 and -0.49. In Figure 2 the distribution of the population of 

such residuals is presented. 

 

 
Figure 2. Distribution of residuals of X function regression 

 

Once the second linear regression has been performed, the 

final value of L10,h is simulated by using formula 4), resulting 

in the following: 

 

  
   

   

10,h 10

10 10

45.5075 8.8960log 0.0296

2.9024log 5 1.6608log 15

L Q V

P d

  





  
     (6) 

 

by which the model is validated through two different 

datasets of real field measurement, by comparing the measured 

levels of L10,h, and the one simulated with the model. The 

levels simulated with the proposed model are plotted versus 

the corresponding measured values in Figure 3, to check the 

overall performances in terms of overestimation and 

underestimation. For the Saint Berthevein dataset, the authors 

observed a slight overestimation, since all the points are above 

the bisectrix of the graph. For the Patiala dataset, on the 

contrary, the model seems to systematically underestimate the 

real value, since all the points fall below the bisectrix. These 

over- and underestimations may be due to the specificities of 

the two datasets, and the detailed study will be the object of 

further work. Overall, anyway, the error metrics indicate a 

Mean Error value lower than 1 dBA (0.82 and 0.93 for Saint 

Berthevin and Patiala respectively). Interestingly, the other 

models considered for comparison have higher mean errors 

(1.27 and 1.72 for CORTN, 2.53 and 0.96 for the model 

proposed by [24]). All values of error metrics can be found in 

Table 5. As the last validation analysis, we analyzed the violin 

plot distribution of predicted equivalent values for all the 

models, as shown in Figure 4 and Figure 5. Graphs show how 

the proposed model fits the measured values for the Patiala 

dataset, only missing the highest portion of the distribution. As 

for the Saint Berthevin dataset, the violin distribution of the 

data well replicates the one of the measured data, whereas 

other models don’t, or have a mean value significantly shifted 

from the real one.  
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Figure 3. Scatter plot of simulated data versus the corresponding 

measurements for Patiala (blue circles) and Saint Berthevin (red circles) 

datasets 

TABLE 5. Error metrics of all the compared models 

 Patiala dataset 
Saint Bertheven 

dataset 

 
MAE 

[dBA] 

RSME 

[dBA] 

MAE 

[dBA] 

RSME 

[dBA] 

Presented 

model 

0.93 1.16 0.82 1.04 

CoRTN 1.72 1.97 1.27 1.50 

Model of 

[31] 

0.96 1.19 2.53 2.78 

 

 
Figure 4. Distribution of L10,h values measured in Patiala compared with the 

distributions simulated with the proposed model, with the CoRTN model, and 

with the model proposed in [31]. 
 

 

 
Figure 5. Distribution of L10,h values measured in Saint Bertheven compared 

with the distributions simulated with the proposed model, with the CoRTN 

model, and with the model proposed in [31] 

IV. CONCLUSIONS 

In the here presented contribution a model for predicting 

L10,h levels produced by road traffic, based on four 

independent variables, is presented. The calibration of the 

model performed on simulated – and not measured – data 

makes the model feasible to be used even if field 

measurements are not available. The calibration of the model 

involves two linear regression techniques, one multivariate, 

and one univariate, and the final prediction formula is obtained 

by combining the resulting coefficients. Comparison with the 

other two literature models for noise assessment is performed 

in the last part of the paper, indicating the presented model is 

well-performant on average, even if slight overestimations and 

underestimations have been found in the two datasets. All in 

all, the here presented model provides good predictions of 

road traffic noise, with an error always lower than 1 dBA, and 

fits experimental data better, on average, than other commonly 

used methods. 
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