
 

Abstract—The current data mining algorithm has the 

problem of imperfect data mining function, which leads 

to the algorithm taking too long time. This paper 

designs a data mining algorithm based on BP neural 

network. Analyze the basic structure of the data mining 

algorithm, obtain the data characteristics of the 

multi-objective decision-making, adjust the convergence 

speed with the distributed computing technology to 

keep the inertia factor state unchanged, construct the 

local minimal discrete model, measure the interest of 

the model, calculate the optimal output value of the 

network using the BP (Back Propagation) neural 

network model, and complete the improved design of 

the data mining function. Experimental results: The 

average computational time consumption of the 

designed data mining algorithm is 559.827 seconds, 

which saves 145.975 seconds and 174.237 seconds 

respectively than other traditional algorithms. It is 

proved that the data mining algorithm based on BP 

neural network reduces the computational time 

consumption, improves the performance of data mining, 

and has high application value. 

 

Keywords—BP neural network, convergence rate, 

dispersion model, data mining, data mining algorithm, 

hidden layer structure. 

I. INTRODUCTIONS 

ITH the development of information technology, the 

information data explodes, and the amount of data is 

also increasing in [1]-[2]. In order to effectively use and 

discover a large amount of knowledge in the huge amount 

of information, data mining technology has emerged and 

developed vigorously under the joint efforts of scholars and 

enterprises at home and abroad. Data mining is intended for 

extracting useful and interesting knowledge and 

information [3] from large amounts of noisy and 

incomplete data. It can be widely used in various 

applications, including business management, production 

control, market analysis, engineering design, and scientific 

exploration. Data mining is able to reveal implied, 

previously unknown, and potentially valuable information 

from a large amount of data from the database. Data mining 

is a kind of decision support process, it is mainly based on 

artificial intelligence, machine learning, mode recognition, 

statistics, database, visualization technology, etc., highly 

automated analysis of enterprise data, make inductive 

reasoning, dig out the potential mode, help decision makers 

adjust market strategy, reduce risk, make the right decision. 

Classification is the most important step in data mining. 

The traditional data mining classification algorithm shows 

great limitations in the growth of data volume, and the 

mining function is imperfect. Classification is the most 

important step in data mining. The traditional data mining 

classification algorithm shows great limitations in the 

growth of data volume, and the mining function is 

imperfect. 

Li et al. [4] presented an integrated algorithm based on 

interval weights for the distortion problem existing in 

traditional data mining time series classification models. 

The interval weights were used to assign different weights 

to the different intervals of the time series to solve the 

problem that the subsequence characteristics are not 

obvious. The base classifier is then determined to ensure 

the performance of the integrated classifier. Then, the 

integrated classifier is trained on the training set, the 

improved integrated classifier training is parallelized, 

classifying the more time-consuming parts, and realizes the 

improvement of the data mining classification algorithm. 

Chi [5] improved on the traditional classification 

algorithm, the decision tree ID3 (Iterative Dichotomiser 3) 

algorithm, for data mining. On the basis of the full analysis 

of the decision tree ID3 algorithm, the decision tree ID3 

algorithm improves the decision tree I D 3 big data 

classification algorithm. Some sample set of college 

students’ football training was selected to refer to the 

attribute weights given by sports experts according to 

experience, and quickly and reasonably. 

However, although the above data mining improvement 

method improves the mining function of the traditional 

mining classification algorithm, due to the complex 

computing process and the long computing time, so it 

cannot meet the actual needs. To solve this problem, this 

paper proposes data mining algorithm based on BP neural 

network. 

BP neural networks belong essentially to feedforward 

neural networks and are widely used in artificial neural 

networks. It has a perfect theoretical system and learning 

mechanism, and establishes a multi-layer perceptron model 

by simulating the response process of human brain neurons 
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to external stimuli. BP neural networks work based on error 

backpropagation methods. Through repeated iterative 

learning, the mathematical expressions of this mapping 

relationship can achieve the accuracy of multiple mapping 

relationships. Its most prominent advantage is that its basic 

ideas are easy to understand, and they have a strong 

non-linear ability. Therefore, the BP neural network can use 

the prior information to obtain the mapping relationship 

between the data, and improve the mining performance of 

the data mining classification algorithms when the amount 

of data grows [6]. 

The innovation point of this paper is to analyze the basic 

structure of the decision level of data mining algorithm, 

obtain the data characteristics of multi-objective data 

decision, adjust the convergence rate of data mining 

algorithm, keep the inertia factor state unchanged, construct 

the local minimal discrete model, measure the model 

interest, use the positive calculation process of BP network, 

calculate the output value of the network, compare with the 

actual value, continuously reduce the error and complete 

the improved design of data mining function. The 

experimental results show that the data mining 

improvement algorithm designed here greatly reduces the 

computational time and has high application value 

compared with other data mining improvements. 

II. RESEARCH ON THE DATA MINING ALGORITHM 

BASED ON THE BP NEURAL NETWORK MODEL 

A. Obtaining Data Features of Multi-objective 

Decision Making 

Feature extraction is very important in data mining 

algorithm, which directly affects the classification results 

and subsequent classification work. In many cases, the 

decision-maker does not make a decision according to the 

size of the objective vector in the natural partial order [7], 

[8]. Even under this principle, because the natural partial 

order is not a total order, many target vectors cannot be 

compared. Therefore, it is necessary to study the general 

description of decision-maker’s judgment. Generally, the 

attitude given by the decision-maker to judge whether a 

decision is good or bad is called the decision-maker’s 

preference for decision-making problems. The basic 

structure of decision hierarchy is shown in Figure 1. 
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Figure 1. Decision hierarchy 

 

It can be seen from Figure 1 that the elements of the 

same level are independent of each other, and the elements 

of the upper level dominate some or all of the elements of 

the next level, thus forming a multi-level analysis structure 

dominated by layers from top to bottom. According to the 

relative distance from the alternative to the positive ideal 

solution and the negative ideal solution, the expression 

formula of the standardization matrix is as follows: 
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In Formula (1), a  is the positive ideal solution, i  is 

the decision coefficient, j  is the maximum eigenvector, 

e  is the negative ideal solution, and satisfies 

the  1 ,1i a j e     condition. Preference is the 

decision maker’s judgment on whether any two vectors in 

the decision space have some properties. Therefore, in 

mathematical sense, preference is a binary relation in 

decision space, and the expression formula of multi criteria 

preference index is as follows: 
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In Formula (2), the meanings of a  and j  are the same 

as those in Formula (1). ,A B  respectively represent any 

two decision schemes in the decision-making level, and r  

represents the net flow. According to the size of the net 

flow to sort the scheme, the larger the net flow, the better 

the scheme. After screening, enter the data preparation 

stage. In the data preparation stage, it is the beginning stage 

of the whole data mining process, which is very important 

and occupies more than 60% of the time. The quality of the 

data preparation stage directly affects the feasibility of the 

subsequent steps and the quality and effectiveness of the 

whole mining. Data from different data sources are 

integrated to facilitate the unified storage and processing of 

subsequent calculation and analysis, and realize data 

integration. The process of data cleaning is to remove the 

data that contains noise or has nothing to do with the 

mining topic in the data source, so as not to affect the 

accuracy of the results. The main purpose of processing the 

integrated data is to transform the data into a storage format 

that is easy to be mined and calculated, so that the data can 

adapt to the input format and mode of mining algorithm. 

Data mining is the real process of mining and analysis. The 

stage of evaluation and representation is to evaluate the 

mined models, remove the patterns that do not meet the 

evaluation criteria, and express the results through various 

visualization tools, which makes it easier for people to 

understand and accept, and show users the relevant 

information mined. A feature item set must have the 

following two characteristics: integrity, feature items 

should be able to summarize all document contents; 

Distinguishability: feature itemsets should be able to 

distinguish documents from each other [9]. In addition to 

strong generalization ability and profound knowledge, it is 
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better to construct feature sets manually with linguists 

according to the general principles of human feature 

extraction. In addition, we should increase the frequency of 

documents for the feature items with high specificity, and 

reduce the frequency of documents for the feature items 

with low specificity. Based on the above description, the 

multi-objective decision data feature acquisition step is 

completed. 

B.  Distributed Computing Adjusts Convergence Rate 

The emergence of distributed computing just provides 

favorable conditions for massive data mining. In the data 

mining technology, the distributed computing technology is 

used to divide the computing tasks of large-scale data into 

many independent small tasks, and these small tasks are 

assigned to multiple computing servers for parallel 

computing. Finally, the computing results are merged to 

complete the whole mining computing task. This method 

can realize the mining task under the condition of 

large-scale data, and has high efficiency and good 

scalability. Applying gradient descent method to search 

unconstrained optimization problem is the essence of BP 

neural network training process. The weight matrix is 

modified in the direction of the first negative gradient 

vector of error pair weight and closed value, so as to 

minimize the network output error. If you want to adjust the 

convergence rate, you can’t choose too large learning rate 

[10]. In the general operation process, the learning rate of 

the network is usually selected by people’s previous 

experience, and the learning rate and inertia factor remain 

fixed in the operation process. When the network operation 

process is close to the local minimum or the best point, we 

can use quadratic function to approximate the objective 

function. The equipotential surface of the objective 

function is close to an ellipsoid. The direction of the 

eigenvector determined by the maximum eigenvalue and 

the minimum eigenvalue of the objective function 

represents the major axis and the minor axis of the ellipsoid 

respectively. The calculation formula of the objective 

function is as follows: 

 
 d Q x

f x L


   (3) 

In Formula (3), Q  is the local minimum, L  is the 

maximum eigenvalue, and d  is the data dimension. When 

the calculated curve is flat, the zigzag phenomenon may 

appear in the iterative process. At this time, if the learning 

rate can not be adjusted in time, the whole operation 

process will become slow. When dealing with different 

problems, there are significant differences in the rules that 

the network needs to meet. If we only rely on experience to 

determine the parameters, it is difficult to widely apply the 

network to other fields, which seriously restricts the 

development and promotion of data mining algorithm. 

Distributed network storage technology usually refers to 

the large-scale data is divided into multiple blocks, the 

different blocks are stored on a number of independent 

storage devices. Distributed network storage uses easy to 

expand storage structure, uses multiple storage devices to 

reduce storage burden, and uses central server to locate and 

manage storage information. The search step size of 

gradient descent method is generally obtained by 

calculation, but due to the high-dimensional complexity of 

BP neural network model, the corresponding learning rate 

is fixed by artificial selection. On the basis of the above, 

the goal of adjusting the convergence rate is achieved. 

C.  Construction of Local Minimum Point Dispersion 
Model 

If the error function is strictly convex, then it has a 

unique minimum (at this time, the local minimum is also 

the global minimum), so the network may converge to 

obtain its optimal weight and closed value. However, for 

the algorithm, its training error function is a nonlinear 

function of independent variables; the weight space 

constructed by such a function is not a paraboloid with only 

one minimal point, but a hypersurface with multiple local 

minimal points (that is, multiple local minimal points, 

saddle points or flexible stationary points). Because of the 

existence of these local minima, the data mining algorithm 

is easy to fall into these local minima or saddle points when 

searching for the optimal connection weights and 

thresholds, and stop the iteration and update, so that the 

network can not converge to get the optimal solution of the 

problem, and can not get the optimal connection weights 

and thresholds and other parameters of the network. The 

basic trend of parameter development is described by 

smooth curve, the specific expression formula is as follows: 

 ,z zy h z     (4) 

In Formula (4), h  is the prediction object, z  is the 

prediction error,   is the trend rate, and   is the trend 

index. According to the calculation results of formula (4), 

the parameter variation law is obtained, and the data 

discrete state is obtained: 

21

2
g m m mS u v K K       (5) 

In Formula (5), u  is fluctuation coefficient, v  is time 

series, K  is error correction series, g  is smoothing 

absolute error, and m  is data fitting degree. This 

characteristic determines that whether in theoretical 

research or engineering application, it is meaningless to 

discuss data mining separately from closely related 

disciplines. For specific tasks, it is often necessary to 

skillfully combine different technologies. Data mining is 

the integration and application of various disciplines 

aiming at knowledge discovery. By integrating new 

methods from multiple disciplines, the ability of data 

mining can be significantly enhanced. It needs to be 

oriented to specific requirements and applications. This 

leads to different scenarios and tasks need to deal with 

different types of data, using different analysis and 

processing techniques to obtain specific models and 

discovery knowledge. On the other hand, in the face of 

specific user needs, different mining objectives will 

produce different results, usually need to combine the 

background knowledge of the task, constraints and rules, 

other knowledge of the research field into the mining 

process. Therefore, data mining does not have the best 

algorithm, only the most suitable algorithm for specific 

tasks. Large volume and type rich data. The information 

age gives birth to data mining, and the existence of data 

must be the primary premise of analysis and mining. At the 
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same time, data generally need to reach a certain scale in 

order to reflect the universal characteristics in the real 

world and to explore the discreteness of data [11], [12]. In 

order to find valuable patterns for a given user effectively, 

the measurement of model interest is indispensable. Model 

interest can be divided into subjective and objective 

measurement. Objective measurement is usually processed 

by probability in statistics, such as the support or 

confidence of association rules; the subjective measurement 

is based on the user’s belief in the data. For example, the 

pattern obtained is similar to the user’s premonition or the 

discovery pattern is unexpected, which leads to the 

difference of the same knowledge discovery for different 

users. Generally, these two measurement methods are 

complementary and combined in practical application. On 

the basis of the above description, the construction of local 

minimum point dispersion model is completed. Based on 

the above description, the steps of constructing local 

minimum point dispersion model are completed. 

D. BP Neural Network Design Data Mining Algorithm 

Function 

The training process of the network is actually the 

calculation process of the network, and its principle is: use 

the forward calculation process of BP network to calculate 

the output value of the network, compare the output value 

with the actual value, if there is a large error, then carry out 

the reverse calculation process [13]-[15]. By calculating the 

nearest distance between the data to be detected and each 

cluster center, comparing the nearest distance and threshold 

size, judging whether the data is normal or abnormal, 

outputting the normal optimal solution, completing the 

improved design, and returning the anomalous solution to 

repeated calculation until the optimal normal solution is 

obtained. The specific steps are: 

First of all, we should analyze the problems and 

determine the level objectives. By comparing the decision 

matrix, according to the scaling method, through expert 

consultation, combined with domain knowledge and expert 

opinions, the relative importance of each pair of indicators 

in each hierarchy is scored, and the pairwise comparison 

decision matrix is established. The maximum eigenvalue 

and eigenvector of pairwise comparison decision matrix are 

calculated, and the hierarchical single ranking is carried out. 

The consistency was tested according to the consistency 

ratio. The expression formula of decision level network is 

obtained as follows: 

 H q net   (6) 

In Formula (6), q  is the number of neurons and   is 

the number of nodes. On this basis, the expression formula 

of hidden layer nonlinear mapping is obtained: 

s

k

Cw

Cw

     (7) 

In Formula (7),   is the learning objective function, 

C  is the input signal, w  is the number of samples, k  is 

the output node, s  is the input node,   is the network 

error. According to the calculation results, the signal 

propagation mode is set. The input signal is transmitted 

forward, and the initial input comes in from the input layer, 

which is processed by the neurons in the hidden layer, and 

the final result is produced by the output layer. In this 

process, the connection weight of the network does not 

change. The weights of each layer of neurons are only 

associated with the adjacent layer of neurons. The 

definition of a schema is an abstract description of a dataset. 

There are two types of patterns in data mining, including 

predictive pattern and descriptive pattern [16]-[18]. 

Predictive model is based on the current data set to predict 

the value of unknown data [19]. Typical predictive models 

include component model and sequence model. Descriptive 

pattern can not be directly used for prediction. It mainly 

gives a specific description of the rules and patterns mined 

from the existing data sets and divides similar data into the 

same group. Descriptive pattern mainly includes clustering 

pattern and association pattern. Based on the back 

propagation method of error gradient descent, the signal 

propagation formula of connecting weights and thresholds 

is as follows: 

  1D E R E     (8) 

In Formula (8),   is the connection weight, E  is the 

number of training samples,   is the initialization 

threshold, and R  is the topology parameter. According to 

the provided sample set, the input training sample pair is 

determined. The basic flow of data mining is shown in 

Figure 2. 
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Figure 2. Data mining process 
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As can be seen from Figure 2, each link of data mining 

has cross parts and corresponding order. The functions of 

data mining algorithm are: according to the differences of 

the characteristics and attributes of the records, the records 

in the data are divided into different categories, and 

different things are described by different class labels. 

Association rules and sequential pattern discovery, that is, 

association rules are the probability that one event may 

occur and other events may also occur, so there is an 

association between the two events. Analyze and extract the 

inherent laws of the data, and classify the data according to 

these laws. According to the analysis of things, extract the 

rules of things, and predict the nature of things according to 

the rules. Some special cases in the data are described and 

analyzed, and the internal reasons are pointed out. These 

functions of data mining are intrinsically linked, 

interrelated, and interact with each other. In the process of 

data mining, they cooperate with each other and work 

together [20], [21]. At the same time, sequence pattern is an 

extension of association pattern, which not only represents 

the relationship between data, but also connects the 

relationship between data with time. It can be seen that in 

order to discover the sequence pattern in the data, it is 

necessary not only to judge the possibility of the event, but 

also to know the time of the event [22], [23]. Firstly, the 

data set containing only normal data is used as the training 

set, and the above algorithm for automatically determining 

the number of clusters is used for simulation. Then, the 

anomaly judgment is made for the data to be detected, and 

the nearest distance and the corresponding nearest class are 

found by calculating the distance between the data to be 

detected and each cluster center, and the size of the nearest 

distance and the threshold is compared, to determine 

whether the data is normal or abnormal. On the basis of the 

above, the steps of designing data mining function are 

completed. 

III. EXPERIMENTAL TEST 

A.  Setting up Experimental Environment 

In order to verify the effectiveness of the design 

algorithm, the experimental test is carried out, and the 

experimental environment is built according to the needs of 

the experimental test. This experiment chooses Java as the 

main programming language, eclipse as the integrated 

development environment, as the main development 

environment of Java, is also a development tool. At the 

same time, Spring + Struts + Hibernate framework is 

selected for hierarchical development of the system, which 

conforms to the typical J2EE (Java 2 Platform Enterprise 

Edition) specification. JSP (JavaServer Pages)+ Javascript 

+ j Query is selected for the front-end portal. In the 

resource management layer, all kinds of distributed open 

source frameworks need to be integrated and encapsulated. 

These frameworks are deployed on a number of nodes. 

These frameworks are encapsulated to provide the upper 

level of distributed storage and distributed computing 

capabilities [24], [25]. In the resource management layer, it 

also provides the monitoring information of the cluster, so 

that users can observe the utilization of CPU (Central 

Processing Unit), memory and network of each node in the 

cluster, as well as the running health of each node and task, 

which is convenient for the maintenance of the cluster. In 

the data display layer, the results of data analysis are 

displayed by the user in the form of charts and reports, or 

the result data is directly provided by the interface. In the 

data analysis layer and data presentation layer, the rest API 

(Application Programming Interface) is used to interact 

with each other, so that the modules can be connected in a 

loose way. In the data integration layer, the original 

relational database and common log file data can be 

extracted, and then the data can be stored in the big data 

management platform. In addition, the obtained data are 

preprocessed according to the configuration parameters of 

the task, so as to lay a good foundation for subsequent 

mining and analysis. In the above experimental 

environment, the experimental test is carried out and the 

experimental results are obtained [26]-[28]. 

B.  Experimental Result 

Select Apriori based data mining algorithm and Hadoop 

based data mining algorithm, and compare them with the 

designed data mining algorithm. Test the time-consuming 

of the three algorithms under different data set proportions. 

The less time-consuming, the better the performance of the 

algorithm. The experimental results are shown in Table 1. 

 

Table 1 Experimental results of algorithm time consuming (s) 

Dataset 

scale (%) 

The algorithm 

proposed by 

Li et al. [4] 

The algorithm 

proposed by 

Chi [5] 

Design of 

data mining 

algorithm 

5 163.54 171.28 75.31 

15 235.10 229.34 145.19 

25 306.79 313.28 203.16 

35 428.22 456.33 334.58 

45 693.16 641.39 426.79 

55 721.06 716.48 557.02 

65 774.88 802.03 620.39 

75 993.12 1013.76 780.49 

85 1208.51 1359.26 1130.23 

95 1533.64 1637.49 1325.11 

 

It can be concluded from Table 1 that under the condition 

of different data set proportion, the average value of the 

data mining algorithm designed in this paper and the other 

two data mining algorithms is 559.827 s, 705.802 s and 

734.064 s. This method saves 145.975 seconds and 174.237 

seconds more time than other conventional algorithms, 

respectively, which shows that the data mining algorithm 

designed in this paper has better performance in practical 

application. This method can save more computing time 

than other methods because we first analyze the basic 

structure of data mining algorithm, master the data 

characteristics of multi-objective decision, then adjust the 

convergence speed of data mining algorithm and improve 

the computing speed of the BP network model to reduce the 

error and improve the optimal computing speed. 

IV. CONCLUSIONS 

In order to further improve the mining performance of 

the data mining algorithm and reduce its time-consuming, 
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this paper designed a data mining algorithm based on the 

BP neural network. Analyze the basic structure of the data 

mining algorithm, adjust the convergence rate using the 

distributed computing technology, construct the local 

minimal discrete model, obtain the model interest; Based 

on the reverse computation training of the BP neural 

network model, calculate the optimal output value of the 

network, and complete the improved design of the data 

mining function. The experimental results prove that the 

paper design algorithm reduces the computational time 

consumption, significantly improves the performance of 

data mining, but also enriches the academic literature, 

broadens the application field of data mining algorithm, 

and has practical application value. Due to the limitations 

of the research conditions, the paper lacks the algorithm 

efficiency under different configuration platforms. Future 

research can propose more adaptive data mining algorithms 

for different configuration platforms. 
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