
 
Abstract—Aiming at the poor effect and long recognition 

time of data mining algorithm for moving target trajectory 

recognition, a data mining algorithm based on improved 

Hausdorff distance is proposed. The position and angle of 

abnormal trajectory data are detected by calculating the 

distance between trajectory classification and sub 

trajectory line segments, and the trajectory unit is 

established by using the improved Hausdorff distance 

algorithm to optimize the similarity matching structure. 

Experimental results show that the algorithm has low error 

pruning rate in identifying moving target trajectory, 

improves the detection efficiency of moving target 

trajectory recognition data, and ensures the quality of 

moving target trajectory recognition data mining. 

 

Keywords—Data Mining, Improved Hausdoff Distance, 

Moving Objects, Running Track. 

I. INTRODUCTION 
N recent years, with the rapid development of various 
wireless communication technologies, more and more mobile 
devices have been applied in various fields [1]. This enables 

that a large number of mobile data including location 
information, also known as trajectory data, are stored in various 
location service application systems, such as mobile location 
services, GPS vehicle navigation, wildlife tracking system and 
others [2]. The continuous accumulation of location data has 
made people realize that effective mining of operation rules 
from mobile data set plays a decisive role in the further 
development of positioning application system [3]. 

The complexity of trajectory data makes traditional data 
mining techniques and algorithms unable to use directly in this 
field [4]. Therefore, the researchers have done a thorough 

 

research on the algorithm for the data mining of moving objects' 
running trajectory. Literature [5] proposed an algorithm for 
mining moving object’s trajectory based on multi-scale space 
division and road network modeling. Through the moving track 
and moving process sequence, the moving global pattern and 
process pattern are identified, the road network topological 
relationship model of moving track is constructed, and the 
information of data conversion and pattern is mined, but the 
error of the algorithm is large, which affects the quality of data 
mining. An evolutionary computation based algorithm for 
moving object’s trajectory mining was proposed [6]. From the 
point of view of trajectory direction and density, the anomaly is 
detected by evolutionary computation. However, this algorithm 
has a slow detection speed, which affects the efficiency of data 
mining. A position prediction algorithm for moving object’s 
trajectory mining was proposed [7]. The improved pattern 
mining model is used to extract the track frequent pattern, and 
the prediction algorithm is proposed to calculate the best 
matching degree to obtain the predicted position of the moving 
object track. However, in the detection process of this 
algorithm, the result of data mining is affected by the poor 
accuracy of abnormal trajectory recognition. Literature [8] 
proposed a trajectory mining algorithm for moving objects 
based on fuzzy constraints. The average dynamic characteristics 
of specific data are extracted, and the fuzzy neural network is 
trained to adjust the membership function parameters to mine 
the specific data in the database. But the effect of this algorithm 
is poor, which affects the results of data mining. 

In order to solve the problems of poor recognition effect and 
long recognition time in trajectory recognition data mining of 
current methods, we propose a moving object trajectory mining 
data mining algorithm based on improved Hausdorff distance. 
The overall structure is as follows: 

1) The trajectory data detection is realized through the 
trajectory classification. 
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2) The improved Hausdoff distance algorithm is used to 
match the similarity of the trajectory, and the point distance 
algorithm is introduced to realize the data mining of the moving 
object’s trajectory. 

3) The experimental data and analysis are carried out to 
demonstrate the feasibility and effectiveness of the improved 
Hausdoff distance and realize the data mining of the moving 
object’s running trajectory. 

4) The prospect on the basis of the existing research is put 
forward. 

II. ABNORMAL DETECTION OF MOVING OBJECT’S 
TRAJECTORY BASED ON TRAJECTORY CLASSIFICATION 

Trajectory’s abnormal detection is an important research 
field of moving object’s trajectory data mining, mainly used to 
find those data are significantly different from their adjacent 
trajectories. Trajectory classification can effectively identify the 
trajectory. By classifying trajectories into several sub segments, 
abnormal detection algorithm based on trajectory classification 
is used to detect abnormal trajectories of sub trajectories set, 
and achieve abnormal detection of moving objects. 

The distance of the trajectory’s subsegment after the 
trajectory classification is calculated. The distance between the 
two subsegments is an important measure of trajectory’s 
abnormal detection. The distance equation consists of three 
parts: 1) vertical distance ( d ); 2) horizontal distance ( ||d ); 3) 
angular distance ( d ). 

There are two line segments i i iL s e  and 
j j jL s e , of 

which is , ie , 
js , and 

je  represent two endpoints of the line 
segment iL  and 

jL , respectively. For no loss of generality, it is 
assumed that iL  is longer than 

jL ; The projections of the end 
points js  and je  of the line segment 

jL  on the line segment iL  
is sp  and ep  respectively. 

The vertical distance between the line segment iL  and the 
line segment 

jL  is a two order Lehmer mean, and the vertical 
distance between the line segment iL  and 

jL  can be expressed 
as: 

2 2
1 2

1 2

( , )i j

l l
d L L

l l

 



 


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Where, 1l  is the Euclidean distance between point js  and 

sp ; 2l  represents the Euclidean distance between point je  
and ep . The horizontal distance between the line segment iL  
and the line segment jL  can be expressed as: 

|| ||1 ||2( , ) min( , )i jd L L l l  (2) 
Among them, ||1l  is the smaller value of the distance between 

the projection point sp  to the two ends is  and ie  of the line 
segment iL , and it is known as the length of the line segment 

i ss p  through the analysis. In the same way, ||2l  is the small 
value of the distance between the projection point ep  to the two 
ends is  and ie  of the line segment iL . By analysis, it is known 

as the length of the line segment 
e ip e . The angular distance 

between line segment 
iL  and 

jL  is defined as: 
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Where, jL  is the length of the line segment 
jL , and 

(0 180 )      is the smaller angle between the line segment 

iL  and the line segment 
jL . The distance between the line 

segment iL  and the line segment 
jL  can be defined as: 

|| ||( , ) ( , ) ( , ) ( , )i j i j i j i jdist L L w d L L w d L L w d L L         (4) 
Where, w

, ||w , and w  represent the vertical, horizontal 
and angular distance weights of the line segment 

iL  and the line 
segment 

jL , respectively. 
For a trajectory set 1 2{ , , , }nTR TR TR TR , n  of which is 

the total number of trajectories. After detecting by abnormal 
trajectory detection algorithm, it can get an abnormal trajectory 
set 1 2{ , , , }mOTR OTR OTR OTR , of which m  is the total 
number of abnormal trajectories. 

The setting of moving object's trajectory is a sequence of 
multidimensional data points, defined as 

1 2, , , , , (1 )
ii j lenTR p p p p i n   , where (1 )j ip j len   

is a multi-dimensional spatial location point, and ilen  is the 
length of trajectory iTR , that is, the number of points in a 
sequence. The sequence 

jp  is the subtrajectory of the trajectory 

iTR . 
The subtrajectory line segment is a line segment ( )i jp p i j , 

of which ip  and 
jp  are points selected from the same 

trajectory. The abnormal trajectory is a trajectory that contains 
an abnormal trajectory’s subsegment. If there are not enough 
adjacent trajectories for a single trajectory’s subsegment, it is 
defined as an abnormal. 

The running trajectory of an object is the most basic unit of 
the trajectory. A basic unit is the smallest and meaningful 
trajectory unit in a given domain, which needs to consider the 
interval in the location of the moving object. If the recording 
interval is longer than the minimum trajectory unit, the basic 
unit can be each single recording point [9]. 

Set the trajectory 1 2, , , , , (1 )
ii j lenTR p p p p i n   , and 

the obtained trajectory’s subsegment based on fine-grained 
classification is i i bp p  , b  of which is a basic unit, expressed in 
lowercase letters, the obtained trajectory’s subsegment based on 
coarse-grained classification is ( 1)i i j bp p j   , and is written in 
capitals. A combination algorithm of coarse-grained and 
fine-grained is applied to classify each trajectory into a set of 
coarse grain line segments and select possible abnormal 
trajectory’s subsegment, and classify them according to 
fine-grained method. The algorithm satisfies Minimum 
Description distance (MDL) principle [10]: By giving a 
hypothesis set, a data sequence d , certain hypotheses or 
combinations of certain hypotheses are determined to maximize 
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the compression of data sequence d . 
The MDL cost consists of two parts: ( )L H  and ( | )L D H , 

of which H  is the hypothesis, and D  is data. ( )L H  is the 
description length of the hypothesis H , and ( | )L D H  is the 
description length of the data sequence D  encoded in the 
premise of H . The optimal scheme is determined by 
calculating the assumptions and data obtained when the 
minimum cost function ( ) ( | )L H L D H  takes the minimum 
value. 

In the coarse-grained scheme, the set of the trajectory’s 
subsegment after classification corresponds to hypothesis H , 
and that before the classification corresponds to the data D . 
Measure precision and accuracy with ( )L H  and ( | )L D H , 
respectively. Then the optimal granularity classification 
strategy is transformed into the optimal assumption problem by 
using the MDL principle. Compared with the linear 
simplification algorithm, the advantage of the algorithm is that it 
does not require any additional incoming parameters. 

Set ( )L H  be the sum of the length of the line segment after 
the coarse-grained classification, then it can be calculated by the 
next formula. 

2
1

( ) log
i

n

len

i

L H p


  (5) 

It can be seen from the upper formula that the ISO trajectory 
line segment is detected according to the relative distance 
between the trajectories, which is independent of the end point 
coordinates of the line segment. Therefore, the length of the line 
segment is used to define ( )L H  without using the end point 
coordinates of the line segment. 

The sum of the distance between the trajectory and the line 
segment is set as ( | )L D H , which can be expressed as: 

2 2
1 1

( | ) {log ( ( , )) log ( ( , ))}
ilen n

i j i j

j i

L D H d L L d L L

 

   (6) 

In order to get the upper and lower bounds of the distance, the 
fine-grained classification of the trajectory is also needed. In the 
process of calculation, it is assumed that the line segment 
obtained by fine-grained classification is approximately parallel 
to its coarse grain line segment, the angle between them is 
usually very small. Therefore, the angular distance can be 
ignored, which contains only vertical distance d  and 
horizontal distance ||d . The formula for calculating the upper 
and lower bounds of ( , )i jdist L L  can be expressed as: 

||( , , ) ( , , ) ( , , )i j i j i jlb L L dist lb L L d lb L L d   (7) 

||( , , ) ( , , ) ( , , )i j i j i jub L L dist ub L L d ub L L d   (8) 
Where, ( , , )i jlb L L dist  and ( , , )i jub L L dist  are the upper and 

lower bounds of ( , )i jdist L L , ( , , )i jlb L L d  and ||( , , )i jub L L d  
are the upper and lower bounds of ( , )i jd L L , and ||( , , )i jlb L L d  
and ( , , )i jub L L d  are the upper and lower bounds of 

|| ( , )i jd L L , respectively. 
According to the results of the upper and lower bounds of the 

calculated coarse-grained segment distance, whether 

fine-grained classification is needed is classified. For a 
determined distance threshold D ,when condition 

( , , )i jlb L L dist D  is met , neither fine-grained segment iL  nor 
fine-grained segment 

jL  belong to approximate trajectories. 
When condition ( , , )i jlb L L dist D＜  is met, both fine-grained 
segment iL  and fine-grained segment 

jL  belong to 
approximate trajectories. When ( , , )i jub L L dist D , all 
fine-grained line segments in 

iL  and any fine-grained line 
segments in 

jL  are approximate trajectories, and vice versa; 
When ( , , ) ( , , )i j i jlb L L dist D ub L L dist  , part of fine-grained 
line segments in 

iL  and part of fine-grained line segments in 
jL  

are approximate trajectories, and vice versa. 
In the process of trajectory abnormal detection, it needs to 

detect adjacent trajectories, and set a sub trajectory 

( )j jL P TR , if 
i i

i i

L TR

len len


 
  

 
 , 

i jTR TR , then trajectory 

iTR  is a adjacent trajectory of 
jL . It is shown that only if there 

are enough subtrajectories in one path to be close to 
jL , can 

they be considered as the adjacent trajectories of 
jL . For one 

trajectory’s subsegment i iL TR , if it has a small enough 
adjacent trajectory, it is considered an abnormal trajectory’s 
subsegment, which can be expressed as: 

( , ) (1 )iTR L D p TR       (9) 
Where, TR  represents the whole set of trajectories, and the 

p  is a percentage threshold. 
For the trajectory iTR , its abnormal factor is the ratio of the 

sum of the length of the abnormal trajectory’s subsegment to the 
sum of the length of all the subsegments, and can be expressed 
as by the (10): 

( )i

L
ofrac TR F

M
   (10) 

F  of them is a given threshold for abnormal factor, 2 is the 
sum of the length of all abnormal subsegments in the trajectory 

iTR . M  is the sum of the length of all the subsegments in the 
trajectory iTR . When the value of ( )iofrac TR  is large enough, 
the trajectory is abnormal, and the abnormal trajectory detection 
of the moving object is realized. 

Through the above discussion, a trajectory abnormal 
detection algorithm based on trajectory classification is 
proposed. A coarse-grained and fine-grained trajectory 
classification strategy is adopted to classify each trajectory into 
several subsegments, which ensures the effectiveness of 
segmented results and the efficiency of segmentation process. 

III. DATA MINING ALGORITHM FOR MOVING OBJECT’S 
TRAJECTORY BASED ON IMPROVED HAUSDOFF DISTANCE 

In order to realize the mining of the running trajectory data of 
the moving object, the improved hausdoff distance algorithm is 
use to analyze the similarity between trajectories by measuring 
the distance between segments. The point distance algorithm is 
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used to optimize the data mining algorithm of the moving 
object’s trajectory, and the specific process is shown as follows. 

Hausdorff distance is used to calculate the distance between 
two-point sets. In the field of pattern recognition, it is often used 
to compare the shapes between binary images [11]. Although 
the trajectory and image have the same representation, the 
image is generally disordered. The point set of the trajectory 
usually contains a certain operation mode, that is, orderly. 
Therefore, it is necessary to improve the Hausdorff distance to 
make it suitable for the trajectory’s characteristics of the moving 
object. 

For the trajectory’s segment set { |1 }iTR TR i a   , where 
a  represents a number of trajectory segments, the trajectory 
segment 1{ , , }i i ibTR q q , the length is record as 

i iTR b , 

( 1){ , , |1 1, }ij in i n k i iTR q q n b k k b        is a basic 
comparison trajectory unit belongs to target trajectory’s 
subsegment iTR , 

( 1){ , , |1 1, , }jx jm j m k i iTR q q m b k k b j i         is a 
basic comparison trajectory unit belongs to target trajectory’s 
subsegment 

jTR , and the basic comparison trajectory unit  is 
formed by ( , )ij jxTR TR . 

In order to make distance measurement conform to the 
requirement of trajectory feature, the distance of Hausdorff is 
improved. 

The idea that Hausdorff distance is introduced into 
translation, that is, ijTR  is fixed, only 

jxTR  is allowed to move, 
then the Hausdorff distance based on the translation can be 
written as: 

( , ) max ( , , )ij jx i jHa TR TR g lb L L dist   (11)  
Where, aH  represents the Hausdorff distance,   is a 

standard Minkowski symbol, and g  is a translation amount. 
For the translation amount g , the average value g  of the 
vector distance between each point of the center is replaced by 
the basic trajectory comparison unit, and then there are: 

1

0

1 ( )
k

i j

i

g q q
k





   (12) 

Then, the distance between the two running sub trajectories 
can be defined as: 

( ) ( )
0

( , ) ( ( ) )
n

ij jx i n r j m r

i

dist TR TR g dist q q g 



     (13) 

According to the characteristics of mobile objects, due to the 
different running rules of mobile objects in different regions, it 
needs to match the trajectories that do not exceed a certain range 
when matching trajectories. Then the distance of 

( ) ( )( )i n r j m rdist q q   can be written as: 

( ) ( ) ( ) ( )
( ) ( )

( ) ( )

( ) ( )
( )

( )
i n r j m r i n r j m r

i n r j m r

i n r j m r

dist q q dist q q w
dist q q

dist q q w

   

 

 

  
  

  

 (14) 

It can be seen from the above that in comparison with the 
shape of the trajectory’s fragment, the operating modes 
contained in ( , )ij jxdist TR TR g  are compared. The improved 
Hausdorff distance is more suitable for the matching between 
the trajectories. 

The trajectory’s subsegment is generally composed of more 

than k  locus points, so a number of basic comparison units can 
be formed between the two trajectories. When the trajectory’s 
subsegment is matched, it is first to find all the basic comparison 
units between the two trajectories, and the basic comparison 
unit is as the smallest comparison unit. By determining whether 
the basic comparison unit is matching or not, the matching of the 
trajectory’s subsegments is determined. According to the 
matching result, the running trajectory of the moving object is 
mined [12]. 

For a local match threshold w , if the distance between the 
two basic locus units 

ijTR  and 
jxTR  is 

( , )ij jxdist TR TR g w  , it is indicated that 
ijTR  and 

jxTR  are 
matched to each other and recorded as ( )jx ijTR LM TR . 

A trajectory subsegment 
iTR  and a trajectory subsegment 

jTR  are given, ( | ) { | , }ij jx ie ie ij ij iG TR TR q q TR TR TR   , 
{ | , ( )}i ij jx j jx ijTR TR TR TR TR LM TR    . When the  

(15) is established, the matching trajectory subsegment of 
iTR  is jTR . 
( | )ij jx iG TR TR S b   (15) 
Where, ib  represents the number of trajectories of the plan, 

and S  is a given global matching threshold. 
The basic comparison unit is the minimum unit of distance 

measure. Searching the basic comparison unit correctly and 
quickly is the key to realize the matching of the subsegment of 
the trajectory. The basic comparison unit pair is made up of k  
consecutive points pairs. By introducing the point distance 
feature matrix, the fast search of the basic comparison unit pair 
is realized. The point distance feature matrix is to store the 
subsegment of the trajectory to be matched in the matrix in the 
form of point pair. Each slash on a matrix is made up of a 
continuous point pair. If the number of continuous point pairs is 
greater than k , the continuous point pair is a basic comparison 
unit [13]. 

Supposing there are a target trajectory subsegment 
1{ , , }i i inTR q q  and a comparative trajectory subsegment 

1{ , , }j j jmTR q q , the point distance matrix of the trajectory 
subsegments iTR  and jTR  can be expressed as: 

1 1 1

1

( , ) ( , )
( , )

( , ) ( , )

i j in j

ie jf

i jm in jm

q q q q

Z q q

q q q q

 
 

  
 
 

 (16) 

Where, the difference between the matrix line number and the 
column number of the matrix element ( , )ie jfq q  is called the 
positive diagonal sequence number, and is recorded as 

( , )ie jfpssn q q e f  . 
If the k  elements 

1 1
( , ), , ( , )

k kie jf ie jfq q q q  of the matrix are 
adjacent to the k- positive diagonal, then the matrix is satisfied: 

1 1
( , ) ( , )

k kie jf ie jfpssn q q pssn q q   (17) 
It can be seen that the k- diagonal adjacent is composed of 

two basic comparative fragments. If the element with a distance 
greater than w , it is set into an empty value in the matrix 
element, a non empty value element adjacent to the k- positive 
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diagonal corresponds to a basic comparison fragment pair. As 
long as we find out the combination of all the non empty 
elements adjacent to the k- diagonal in the matrix, we can find 
out all the basic comparison fragment pairs of possible local 
matching. 

In order to reduce the complexity of the algorithm, the 
elements in the matrix with a distance greater than w  are 
quickly determined, and the R-tree index is quoted. A R-tree 
index is set up for every sub segment of the target trajectory to 
find the w- domain of the trajectory point, that is, the trajectory 
point set with the distance to the target trajectory less than w . 
The trajectory points in the w- domain and target trajectory are 
set up as the matrix elements to save and the other elements are 
set into the empty value. Because the sub segment of target 
trajectory is similar to that of w- domain, the effect of mining is 
improved by comparing the local similarity of moving objects’ 
running trajectory. 

Supposing 1 2 3 4 5{ , , , , }A a a a a a  is the target trajectory and 

01 02 03 04 05{ , , , , }l l l l l lT T T T T T  is the trajectory to compare. The 
point distance matrix between A  and lT  can be expressed as: 

1 01 1 02 1 03 1 04 1 05

2 01 2 02 2 03 2 04 2 05

2 01 3 02 3 03 3 04 3 05

4 01 4 02 4 03 4 04 4 05

5 01 5 02

( , ) ( , ) ( , ) ( , ) ( , )
( , ) ( , ) ( , ) ( , ) ( , )
( , ) ( , ) ( , ) ( , ) ( , )
( , ) ( , ) ( , ) ( , ) ( , )
( , ) ( ,

l l l l l

l l l l l

l l l l l

l l l l l

l l

a t a t a t a t a t

a t a t a t a t a t

Zz a t a t a t a t a t

a t a t a t a t a t

a t a t



5 03 5 04 5 05) ( , ) ( , ) ( , )l l la t a t a t

 
 
  
 
 
 
  

 (18) 

The point pair in the matrix element with a distance greater 
than w  is set as an empty value. The R-TREE index is used to 
quickly identify these elements. The R-TREE index is 
established for each trajectory point of the target trajectory, and 
the w  domain of the target trajectory point is found. The w  
domain of all trajectory points of the target trajectory 
subsegment A  can be represented as: 

101 102 103 104 105( ) { , , , , }wN A t t t t t  (19) 
If the element is not located in the w  domain of the target 

trajectory point, it is directly set into an empty value, then the 
point distance matrix between A  and lT  becomes: 

1 101

2 102

3 103

4 104

5 105

( , )
( , )

( , )
( , )

( , )

z

a t

a t

Z a t

a t

a t

   

   

   

   

   

 
 
  

  
 
 
  

 (20) 

The basic comparison segments of the two trajectories of the 
point distance moment are 

1 101 2 102 3 103 4 104{( , ),( , ),( , ),( , )}a t a t a t a t  and 

2 102 3 103 4 104 5 105{( , ), ( , ), ( , ), ( , )}a t a t a t a t . The similarity between 
the two trajectories is analyzed by (20). According to the 
similarity matrix, the running trajectory data of the moving 
object is mined [14]. 

( , )ij jxF dist TR TR g Z    (21) 
Based on the above discussion, aiming at the directivity and 

speed of moving objects, the distance of Hausdoff is improved, 
and the basic comparison fragments are applied when matching 
trajectories, to calculate them in the form of corresponding 
point to point. The R-tree index is used to search for the basic 

comparison fragments, to determine the similarity between the 
trajectories, and to realize the data mining of the moving 
objects. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 
In order to prove the validity and practicability of the 

algorithm for moving trajectory data mining based on the 
improved Hausdoff distance, an experiment is carried out. The 
experiment data of the taxi running trajectory in a city is taken as 
the experimental data, and the experiment process is simulated 
by MATLAB software. Using Windows 10 system, equipped 
with i7 processor, the running memory is 16 G. Through the 
experiment, the results are described as follows. In order to 
ensure the accuracy of the analysis, data mining algorithms 
based on the minimum outsourced rectangular distance and 
Euclidean distance are introduced. The comparison results of 
different algorithms are shown in Figs. 1 to 4. 
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Fig. 1 Original trajectory 

Fig. 1 shows the original trajectory. Based on this, the 
trajectory recognition effects of the improved Hausdorff 
distance based trajectory recognition algorithm, the minimum 
outer rectangle distance based trajectory recognition method 
and the Euclidean distance based trajectory recognition method 
are compared. 
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Fig. 2 Trajectory recognition based on improved Hausdoff distance 
 
As can be seen from Fig. 2, compared with the original 

trajectory, the three trajectory lines deviated slightly from the 
original trajectory 15 minutes ago, but began to coincide with 
the original trajectory 15 minutes later, indicating that the 
algorithm has high recognition accuracy, small error and fast 
recognition time, and can be applied to practical applications. 
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Fig. 3 Trajectory recognition based on minimum outsourced 

rectangular distance 
 
As can be seen from Fig. 3, compared with the original line, 

only individual points of track 1 and track 2 of the track 
recognition algorithm based on the minimum outsourcing 
rectangular distance coincide with the original track, and track 3 
is consistent with the original track from 22min to 29min, with 
poor accuracy, large error and poor recognition effect. 
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Fig. 4 Trajectory recognition based on Euclidean distance 

 
As can be seen from Fig. 4, compared with the original track, 

after using the track recognition method based on Euclidean 
distance, track 1 has a large error from 8min to 13min, track 2 
has a large error from the beginning to 13min, and track 3 has an 

error as a whole. In general, the recognition effect is better than 
the track recognition algorithm based on the minimum outer 
rectangular distance, but the recognition effect is general. 

As can be seen from Fig. 1 to Fig. 4, the error of the trajectory 
recognition algorithm based on the minimum outer rectangular 
distance is the largest, the error of the trajectory recognition 
algorithm based on Euclidean distance is moderate, the error of 
the trajectory recognition algorithm based on the improved 
Hausdorf distance is the smallest, and the recognition trajectory 
is the closest to the original trajectory. It can be seen that the 
trajectory recognition algorithm based on the improved 
Hausdorff distance has low error rate and high recognition 
accuracy. Because the algorithm can track the trajectory from 
three aspects: vertical distance, horizontal distance and angular 
distance, the accuracy of trajectory recognition can be improved 
and the recognition effect is better. 

By identifying the different trajectory data of different taxis, 
there is only one abnormal in each group of taxi trajectory data. 
The time (s) for identifying the abnormal is analyzed by 
different algorithms, and the results obtained by experiments are 
shown in Table I. 

 
Table I. Time consuming for abnormal trajectory recognition of 

different algorithms 

Data 
/ group 

Improved 
Hausdoff 

distance / s 

Minimum 
outsourced 
rectangular 
distance / s 

Euclidean 
distance / s 

1 2.5 3.2 3.5 
2 2.3 2.9 3.2 
3 2.7 3.4 3.7 
4 2.4 3.0 3.5 
5 2.8 3.5 3.7 
6 2.6 3.3 3.6 
7 2.4 3.1 3.4 
8 2.5 3.3 3.5 

 
Table I shows that the time of using the improved Hausdoff 

distance based data mining algorithm for trajectory abnormal 
detection is the shortest, indicating that speed of the improved 
algorithm for moving object’s trajectory abnormal detection is 
the fastest, it can accurately identify the trajectories of moving 
objects, and reduce the complexity of trajectory abnormal 
detection. 

The performance test results of the granularity partition 
strategy are shown in Fig. 5 during the abnormal detection of the 
trajectory of a moving object. Among them, Total is the 
proportion of segments that are pruned by partitioning strategy 
in all coarse-grained sub track segments, False is the proportion 
of false pruning, and Optimal is the proportion of pruning to 
actual needs. 
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Fig. 5 The pruning effect of the partitioning strategy 

 
As can be seen from Fig. 5, the error rate of the granularity 

division strategy combining coarse granularity and fine 
granularity is low, and the recognition result is closer to the 
actual requirements. The results show that the strategy has good 
recognition effect and high accuracy, ensures the accuracy of 
moving object anomaly detection, and can improve the quality 
of recognition data mining. The time-consuming results 
combined with the abnormal trajectory test show that the 
moving target trajectory anomaly detection algorithm based on 
trajectory Division has better detection effect and faster speed, 
which provides a technical guarantee for improving the data 
mining effect of moving targets. 

From the above experiments, it can be seen that the moving 
target data mining algorithm based on the improved Hausdorff 
distance can track the trajectory more accurately, the 
segmentation strategy has better effect, and ensures the quality 
of moving object trajectory data mining. At the same time, the 
abnormal trajectory detection speed is faster, which improves 
the data mining speed of moving objects and ensures the data 
mining effect of moving objects. 

V. CONCLUSION 
Because of the popularity of GPS equipment, mobile phone 

and other automatic positioning equipment, the trajectory data 
is not only longer and longer, but also the amount of data is also 
increasing rapidly. The traditional algorithm has been unable to 
meet the mining requirements of the existing trajectory data. To 
solve this problem, a new algorithm for data mining of moving 
objects based on improved Hausdoff distance is proposed. 
According to the development trend of mobile data processing 
and trajectory data mining, and some research achievements 
obtained in this paper, several further research works are 
proposed. 

1) in order to track the motion pattern as much as possible, we 
need to further find a more suitable distance measure for 
trajectories. 

2) based on the improved Hausdoff distance, the trajectory 
data mining algorithm for mobile objects is two-dimensional 

trajectory data, but in many areas the trajectory is 
three-dimensional or even high dimensional. Therefore, it is 
necessary to analyze the trajectory data outside the two 
dimensions. 

3) the amount of the moving object's trajectory data increases 
as time goes on. The purpose of mass data mining is to find the 
trajectory of a moving object with the same motion 
characteristics from the mass data according to the set 
conditions. The dynamic online data mining technology is a new 
method of online data analysis, which is to reduce the time of 
mining. On the basis of offline data mining of mobile objects, 
we adjust the mining results according to the new trajectory 
characteristics, so as to avoid remining and achieve a fast 
processing purpose. 
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