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Abstract: At present, health disorder is growing day 

by way of the day due to existence lifestyle, hereditary. 

Particularly, heart disease has ended up greater 

frequent these days.  Heart disorder prognosis 

technique is very quintessential and integral trouble 

for the patient's health. Besides, it will help out to limit 

disorder to a larger distinctive level. The role of using 

strategy like machine learning and algorithm such as 

heart disease diagnosis using Data Mining(DM) 

techniques is very significant. In the previous system, 

the Fuzzy Extreme Learning Machine (FELM) was 

proposed to predict heart disease, ensuring an 

accurate and timely diagnosis.  However, it only 

achieves 87.14 % of accuracy.  To improve the 

classification accuracy, the proposed system designed 

an Improved Step Adjustment based Glowworm 

Swarm Optimization Algorithm with Weighted 

Feature based Support Vector Machine (ISAGSO-

WFSVM) for Heart disease diagnosis. This proposed 

venture utilizes the dataset of heart disease for input. 

Using the Improved Step Adjustment based 

Glowworm Swarm Optimization Algorithm 

(ISAGSO) to enhance the true positive rate, optimal 

features are then selected. Finally, with the aid of the 

Weighted Feature based Support Vector Machine 

(WFSVM) classifier, classification is carried out 

relying selected features. In the proposed method, 

better performance obtained and that is validated 

through the experimental results in terms of precision, 

accuracy, recall and f-measures 

Keywords: Heart disease, feature selection, 

Glowworm Swarm Optimization (GSO) and 

Weighted Feature based Support Vector Machine 

(WFSVM) classifier.

 

I. INTRODUCTION 

Heart disorder is a disorder that impacts the 
operation of the coronary heart [1-2].There are 
mixtures of essentials that enlarge the possibility of 
Heart syndrome. These days, heart disease became 
the major cause for the occurrence of deaths 
worldwide [3-6]. The record of World Health 
Organization (WHO) has anticipated that, for every 
12 months there takes place 12 million deaths due 
to coronary heart diseases. During the period 2008, 
17.3 million human being die due to Heart syndrome. 
More than 80% of deaths in the globe are owing to 
the fact of Heart syndrome. Nearly 23.6 million 
human beings would die due to heart failure by 2030, 
according to WHO reports. 

Heart disorders consist of a number of diseases such 
as chronic blood vessels, such as diseases associated 
with coronary arteries; issues concerning heart pulses 
arising when problems increase in regulating 
heartbeat impulses (heart arrhythmias) and a sort of 
birth-related coronary heart defects (congenital 
coronary heart defects), including irregularities. The 

time period of coronary heart sickness is occasionally 
used and interchangeably it can be termed as 
cardiovascular disease. Cardiovascular Disease 
(CVD) typically refers to blocked blood vessels that 
increases the risk and build-up the deposits of fatty 
acid inside arteries. This puts the life to danger that it 
can lead to a coronary heart attacks caused by sudden 
block of heart muscle (Myocardial infarctions), chest 
ache due to blood flow restriction (angina) or stroke 
due to improper blood pumping. Recently computer 
technology and Machine learning technology getting 
into strategies to strengthen software programs to aid 
doctors in deciding coronary heart disorder in the 
early phase [7-9]. The analysis of coronary heart 
sickness relies upon scientific data. Heart sickness 
diagnosis machines can aid clinical specialists in 
detecting coronary heart sickness. It objectives to 
take advantage of quite a number of records mining 
strategies on scientific statistics set to assisting heart 
disease prediction.  

Researchers rely on several statistics mining methods 
to extract the necessary features that are reachable to 
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assist the experts or medical practitioners and provide 
scientific decision making for diagnosis of coronary 
heart disease. Decision Tree, k-nearest and Naïve 
Bayes[10] are regularly often used approaches. 
Bagging algorithm, kernel density estimation for 
differentiation of cardiac controls, sequential 
minimal optimization and neural networks, straight 
kernel self-organizing map and SVM  (Support 
Vector Machine) are other exceptional classification-
based methods usedOrganization of the paper is as 
follows: Section II enlists the survey of methods 
available in forecasting heart disease. Section three 
offers a description of the Improved Step Adjustment 
primarily based Glowworm Swarm Optimization 
Algorithm with Weighted Feature-based Support 
Vector Machine (ISAGSO-WFSVM) for coronary 
heart disorder classification.  Section 4 deals with the 
comparison of performance attainment of the 
proposed method and are evaluated with the 
prevailing methods. 

II. RELATED WORK 

By exploring DM techniques and Machine Learning 
(ML) algorithms in the infirmary, various studies 
related to diagnostic systems were identified. In his 
paper, Liu et al (2017) guided the determination of 
coronary disease through a method fixated on the 
RelieF and Rough Set (RFRS) strategy which 
considered as the hybrid approach. Two subsystems 
are included in the researcher's proposed approach, 
for example, RFRS feature selection and 
classification methods in consort with an ensemble 
classifier. Three phases were integrated in initial 
system. This performs (i) Discretization of data for 
transformation, (ii) the ReliefF algorithm used for 
feature extraction, and (iii) the heuristic Rough Set 
reduction algorithm for feature reduction. Upon 
following framework, the classifier named ensemble 
classifier relying C4.5 model is implied. The dataset 
incorporated in the experiments are Statlog (Heart) 
dataset and it is collected from the UCI database. 
Endowing to a jackknife cross-validation module, a 
maximum of 92.59 percent classification precision 
can be obtained. The designed framework has 
improved comparable performance to the other 
classification techniques previously documented and 
is presented in the reports of this paper[11]. 

Akgül et al (2019) suggests a model named Hybrid 
model-based ANN – GA approach for forcasting 
Heart Disease in his paper.  In this examine, the 
parameters of Artificial Neural Network (ANN) are 
optimized by means of GA to diagnose heart disease 
initially. The Artificial Neural Network (ANN) is 
then offered in hybrid combination with the Genetic 
Algorithm (GA) to achieve precise of classification. 

In the end, to illustrate the feasibility of the 
conceptual framework, the 'Cleveland' dataset is 
chosen for this medical experiment  taken from the 
UCI (University of California Irvine) repository. The 
proposed hybrid ANN - GA method, which outflanks 
other algorithms such as Naive Bayes, C4.5 and K- 
Nearest Neighbor algorithm[12], reports good 
performance in terms of  accuracy rate, precision, F-
measure and recall. 

Hasan et al (2018) structured a diagnosis system to 
make a diagnosis of the heart condition by changing 
the medical parameters into numerical representation 
of the sufferers. This system is equipment actualized 
utilizing FPGA stage pack (Spartan-3A DSP 3400A) 
used by the doctors. The proposed framework uses 
two categories of database for the classification of 
heart conditions as ordinary and strange i.e. 
abnormal. The first category of database is the web 
source utilized from dataset repository of machine 
learning  of UCI. The second sort are the collected 
real database (CD). There are 13 clinical components 
in the database gathered and that components are 
effective in heart illness prediction. Using the 
obtained results, it was reported that the propounded 
method namely Numeral Virtual Generating random 
Access Memory – Weighted Neural classifier (NVG-
RAM) shows highest percent of accuracy. The 
presentation of this classifier using a CD was 
examined. Besides, the designed algorithm is viewed 
as a decent one by the researcher in [13] to diagnosis 
multiclass sickness of heart that shows up 88% of 
accuracy. 

Tarle and Jena (2017) proposes an Artificial Neural 
Network (ANN) heart disease diagnosis . The neural 
biological functions associated in the brain can be 
compared with the work done by ANN. That is, ANN 
is assumed to be the simulation of human brain. 
ANNs are trained in solving the mathematical 
problems which found to be  un-quantifiable or easily 
calculated by the primitive techniques. The most 
important process to select relevant attributes from 
the huge data set is Feature selection. The extracted 
attributes form the principal components which are 
assigned as input given to ANN. Neural net training 
is used by ANN for best results using back 
propagation algorithm. Normally, ANN utilizes the 
human brain observation, which makes it more 
beneficial for producing results with high clarity. 
Hence the researcher designed this paper as an aid for 
diagnosing epidemic and artery diseases [14].  

Mai Shouman, et al (2012) recommends k-means 
clustering integration with the decision tree model for 
optimizing disease predictions. Different centroid 
selection techniques for k-means clustering are 
suggested in this work to improve reliability. It 
receives data sets from the Cleveland Clinic 
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Foundation for Heart Disease. 13 input attributes 
were extracted from that data set. Different centroids 
selections methods and cluster approach are used to 
calculate sensitivity, specificity, and accuracy. Ten 
iterations were sought using random attribute and 
random row methods using in estimating the average 
and best results. Comparatively incorporating K-
means clustering with decision tree delivers better 
with the collected data set greater accuracy in 
diagnosing heart disease than conventional decision 
tree approaches. The proposed method also yields 
higher accuracy than paging algorithm. 83.9% of 
accuracy was achieved by enabler method with 
clusters adopted [15]. 

III. METHODOLOGY OF PROPOSED 
RESEARCH WORK 

The proposed framework structured an Improved 
Step Adjustment based Glowworm Swarm 
Optimization Algorithm with Weighted Feature 
based Support Vector Machine (ISAGSO-WFSVM) 
approach for coronary illness forecast. At first the 
heart disease dataset is taken as input and optimal 
feature selection is finished by utilizing Improved 
Step Adjustment based Glowworm Swarm 
Optimization Algorithm (ISAGSO). As indicated by 
the selected features heart disease characterization is 
performed with the assistance of Weighted Feature 
based Support Vector Machine (WFSVM) classifier. 
The proposed methodology can be seen as a flow 
diagram as depicted below (figure 1). 

 

Figure 1: Proposed Work Flow 

A. DATASET    

The  Z-Alizadeh Sani dataset  is taken as an input. 
There are 53 attributes and 1 class attribute for the 
data set obtained for the heart disease prediction. The 
class attribute implies the nature of a person's heart 
disease. 

FEATURE SELECTION USING IMPROVED 

STEP ADJUSTMENT BASED GLOWWORM 

SWARM OPTIMIZATION ALGORITHM:  

Feature selection methods provide a way to minimize 
computational time, boost predictive efficiency, and 
deeper knowledge of machine learning data [16-18]. 
In this research proposal, Improved Phase 
Adjustment based Glowworm Swarm Optimization 
Algorithm (ISAGSO) is implemented for the 
selection of features[19]. A relatively novel 
algorithm is the Glowworm Swarm Optimization 
(GSO), an optimized and nature-inspired algorithm. 
The flashing performance of glow worms inspired 
this algorithm. The glowworm carries its own 
luminescence amount called luciferin. Initially 
glowworms are deployed randomly in the solution 
space for GSO. All the glowworms are allotted 
random position inside the given search space and 
they signify the solution of objective function. The 
agent’s present position is related to with luciferin 
level. The glowworm which has improved position is 
brighter, this means the better solution. All 
glowworms can be attracted towards the 
neighborhood set who is brighter that its own within 
its local decision domain and probably make a move 
towards it using a probabilistic mechanism [20]. 
Thus, the position is adjusted based on the 
neighborhood set selected. The local-decision 
domain will be enlarged when the neighbor density 
becomes low. That depicts that the density of 
neighbors of glowworms disturbs the decision radius. 
The density change determines the size of local-
decision domain that it enlarges and finds more 
neighbors when it is low or else the splitting of swarm 
into smaller groups will be reduced. The algorithm is 
repeated until it satisfies the end condition. The 
majority of the agents gather around the glowworms 
with brighter luminance. In brief, the GSO involves 
six phases as discussed below. 

Glowworms’ initialization: The glowworms are 
considered as a feature (or) attributes in this phase. 
These are randomly distributed in the prescribed 
fitness function space initially. The equivalent 
measure of luciferin is contained in glowworms. In 
addition, it is set 1 for the current iteration. In this 
proposed work, classification accuracy is considered 
as fitness value. 

Input dataset 

Feature selection 
Improved Step Adjustment 
based Glowworm Swarm 

Optimization 

Classification using Weighted 
Feature based Support Vector 

Machine 

Classification results   
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Luciferin-update phase: Fitness value which is also 
termed as accuracy and previous luciferin value is the 
major terms that are utilized by luciferin update. Rule 
of this phase is given by  

𝑙𝑖(𝑡 + 1) = (1 − 𝜌)𝑙𝑖(𝑡) +
𝛾 𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑥𝑖(𝑡 + 1)    (1) 

The functions in the rules are mentioned as follows; 
𝑙𝑖(𝑡)  is the luminance amount of glowworm termed 
as luciferin (feature) i at time t, luciferin decay 
constant is given by 𝜌 that ranges between 0< 𝜌 <
1 , 𝛾 represents the luciferin enhancement constant, 
position of glowworm is given by  𝑥𝑖(𝑡 + 1)𝜖𝑅𝑀and 
fitness at the location i at the time 𝑡 + 1 is given by 
𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑥𝑖(𝑡 + 1) .  

Neighborhood-Select Phase: The brighter one 
within the neighborhood set of glowworm 
(feature) 𝑁𝑖(𝑡)  with i at  t iteration illustrated as 
below. 

𝑁𝑖(𝑡) = {𝑗: ||𝑑𝑖𝑗(𝑡) < 𝑟𝑑
𝑖 (𝑡)|| ;   𝑙𝑖(𝑡) < 𝑙𝑗(𝑡  

(2) 

,𝑟𝑑
𝑖 (𝑡) is the dynamic decision domain radius or also 

termed as local-decision domain, and in time t, 
 𝑑𝑖,𝑗(𝑡)   implies the Euclidean interval between the 
characteristics i and j. 

Moving Probability-Computer Phase: A 
probability rule is used by the glowworm to move on 
the way to other glowworms possessing greater 
luciferin level. This can be represented by 𝑝𝑖𝑗(𝑡) of 
glowworm (feature) given as 

𝑝𝑖𝑗(𝑡) =
𝑙𝑗(𝑡)−𝑙𝑖(𝑡)

∑ 𝑙𝑘(𝑡)−𝑙𝑖(𝑡)𝑘∈𝑁𝑖(𝑡)
                 (3) 

The above-mentioned formula represents the 
probability of glowworm that move towards 
neighbor, i.e. i to j. 

Movement Phase: The discrete-time model of the 
movement of glowworm (feature) i activity that 
selects the glowworm ∈ 𝑁𝑖(𝑡) with 𝑝𝑖𝑗(𝑡) is given as   

𝑥𝑖(𝑡 + 1)= 𝑥𝑖(𝑡) + 𝑠(𝑡) (
𝑥𝑗(𝑡)−𝑥𝑖(𝑡)

||𝑥𝑗(𝑡)−𝑥𝑖(𝑡)||
)           

(4) 

Here, step size denoted by S  and  ||.|| is the Euclidean 
norm operator 

Decision Radius Update Phase: Decision radius of 
glowworm i changes for each update and it is given 
as follows: 

𝑟𝑑
𝑗
(𝑡 + 1)  =min {𝑟𝑠, max {0, 𝑟𝑑

𝑗(𝑡) + 𝛽(𝑛𝑡 −
|𝑁𝑖(𝑡)|)}}  (5) 

Here,  𝛽 is considered a constant, 𝑟𝑠  signifies the 
sensory radius of glowworm i, and 𝑛𝑡  is a limit that 
in which neighbor number is controlled    

Improved Step Adjustment based GSO 

(ISAGSO): The test results can be restricted by two 
aspects with the constant step size in the glowworm 
swarm optimization algorithm. Smaller step size 
influences the iterations proceeded in the algorithm. 
Larger step size skips the global optimum in 
searching very easily. An improved step size 
adjustment was designed and the formula is given as 
below  

c= 1

𝑡𝑚𝑎𝑥
 ln (𝑆𝑚𝑖𝑛

𝑆𝑚𝑎𝑥
)   (6) 

s(t)=𝑆𝑚𝑎𝑥𝑒𝑐.𝑔𝑡  (7)  

In the above formula, current iteration number is 
represented as gt and the maximum number of 
converged iterations is given by tmax. Smin, Smax 
expresses the minimum value and maximum value of 
s respectively. On substitution of equation (7) in 
equation (4). 

𝑥𝑖(𝑡 + 1)= 𝑥𝑖(𝑡) +

 𝑆𝑚𝑎𝑥𝑒𝑐.𝑔𝑡  (
𝑥𝑗(𝑡)−𝑥𝑖(𝑡)

||𝑥𝑗(𝑡)−𝑥𝑖(𝑡)||
)           (8) 

Algorithm 1:  Improved Step Adjustment based 

Glowworm Swarm Optimization Algorithm 

(ISAGSO)   

1. Initialize Dimensions = m Dimensions 
2. Declare glowworms number (Features) 
3. Assign G= 1 where G is generation 
4. Let the step size be s 
5. Glowworms (features) are presented 

randomly standardisation in the search space 
6. While   (G  <   max generation) do  
7. for every glowworm (features) i do                                          
8. Update according to Luciferin (equation 1) 
9. Set of neighbors should be confirmed 

according to (2)  
10. Find  the movement choice according to  (3)  
11.  Glowworm i shifts toward j based on the 

Equation (8); 
12. Find succeeding position x(t+1) of each 

glowworm and the succeeding decision 
radius 𝑟𝑑(𝑡 + 1)   

13. Neighborhood range update based on 
Equation (5)  

14. Apprise position  
15. Get selected features  
16. End for    
17. End while        
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C.3.3 Classification Using Weighted Feature Based 

Support Vector Machines    

In this proposed research work, Weighted Feature 
based Support Vector Machines (WFSVM) utilized 
for classification of heart disease using the selected 
features. Support Vector Machine (SVM) imprinted 
its best performance in classification approaches [21-
24] is one of the popular supervised machine 
learning. It is far more sophisticated and it may be 
utilized as a discriminative classifier which 
demonstrated to be more appropriate and accurate 
than any other classification models [25]. The 
Structural Risk Minimization (SRM) principle is 
good for controlling the generalization ability and so 
used in SVM that involves finding optimal separating 
hyper-plane. This makes it more accurate classifier 
which is adopted by most of the applications. 

The finding of a discriminant function f(x) such that 
𝑦𝑖 = f(𝑥𝑖) has been the two-class classification 
problem in general for the N data samples (attributes) 
(𝑥1, 𝑦1). . .(𝑥𝑖, 𝑦𝑖).. . .(𝑥𝑁, 𝑦𝑁). Moreover f(x) = 
sgn(w·x − b) is given as linear discriminant function 
were w·x− b = 0 is assigned for separating hyperplane 
in the considered data space. The maximum 
separating margin possessing hyperplane can be 
chose by discriminant function in terms of two 
classes. The composition of the linear discriminant is 
given as 

 f(x) = sgn( ∑ 𝛼𝑖𝑦𝑖
𝑙
𝑖=1  (𝑥𝑖 · x − b)    (9)  

in which, training records is counted as l, the training 
data associated label is given as 𝑦𝑖∈ {−1, +1} with 
the range 0 ≤𝛼𝑖≤ C (constant C > 0), and 𝑥𝑖 represents 
the support vectors. Considering two classes 
separated by the surface goes not linear, then the data 
points are brought into linear separable by 
transforming data points to higher dimensional space. 
The nonlinear discriminant function of SVM is:  

f(x) = sgn (∑ 𝛼𝑖𝑦𝑖
𝑙
𝑖=1  K(𝑥𝑖.𝑥) + b)------ (10) 

Where K(𝑥𝑖.𝑥) is used in transformation of data 
points which is also called as the kernel function.All 
the features extracted from the training data sets will 
be treated alike and it can be found rom the Kernel 
function format K(𝑥𝑖.𝑥) of SVM which has an impact 
on accuracy. The importance of diverse features can 
be considered by adding weightages to the Kernel 
function. In generic, new kernel function can be 
formulated as K(𝜔𝑥𝑖.𝜔𝑥) , here 𝜔 represents the 
weights of extracted features of training dataset. The 
formulation of nonlinear discriminant function is 
given as, 

f(x) = sgn( ∑ 𝛼𝑖𝑦𝑖
𝑙
𝑖=1  K(𝜔𝑥𝑖.𝜔𝑥) + b)----- (11) 

This is the enhanced kernel function which is 
influenced by the weights of the dataset and it is 

liberated from particular kernel functions. The 
suitable kernel functions from training data sets are 
calculated by the system through rough set theory and 
it varies for different applications. The proposed 
system works one the basis of the algorithm 
mentioned below. This algorithm adopts rough set 
theory for feature ranking and their weight 
calculation respectively. After the completion of 
ranking process, the features possessing null will be 
considered as of less importance and is neglected.  

Algorithm 2: Measurement of individual feature 

weights 

𝑰𝒏𝒑𝒖𝒕 ∶  𝐷, 𝐻𝑒𝑎𝑟𝑡 𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑑𝑎𝑡𝑎𝑠𝑒𝑡  
𝑶𝒖𝒕𝒑𝒖𝒕: 𝜔, 𝑤𝑒𝑖𝑔ℎ𝑡 𝑣𝑒𝑐𝑡𝑜𝑟tput:   
𝐹𝑖𝑛𝑑 𝑜𝑢𝑡 𝑎𝑙𝑙 𝑡ℎ𝑒 𝑟𝑒𝑑𝑢𝑐𝑡𝑠 𝑜𝑓 𝐷 𝑢𝑠𝑖𝑛𝑔 𝑟𝑜𝑢𝑔ℎ 𝑠𝑒𝑡𝑠;  
𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒 ←  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑖𝑛 𝐷;  
𝑁𝑟𝑒𝑑𝑢𝑐𝑡 ←  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑑𝑢𝑐𝑡𝑠 𝑜𝑓 𝐷; 
𝑓𝑜𝑟 (𝑖 ←  0 𝑡𝑜 𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒) 𝑑𝑜  
𝜔𝑖 ←  0;  
𝑒𝑛𝑑 𝑓𝑜𝑟 
𝑓𝑜𝑟 (𝑖 ←  0 𝑡𝑜 𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒) 𝑑𝑜 
 𝑓𝑜𝑟 (𝑗 ←  0 𝑡𝑜 𝑁𝑟𝑒𝑑𝑢𝑐𝑡) 𝑑𝑜  
𝑖𝑓 ( 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑖 𝑖𝑛 𝑡ℎ𝑒 𝑗𝑡ℎ𝑟𝑒𝑑𝑢𝑐𝑡𝑅𝑗 )𝑡ℎ𝑒𝑛  
𝑚 ←  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑖𝑛 𝑅𝑗 ;  
𝜔𝑖 ←  𝜔𝑖 +  1/𝑚 ;  
𝑒𝑛𝑑 𝑖𝑓 
𝑒𝑛𝑑 𝑓𝑜𝑟 
𝑒𝑛𝑑 𝑓𝑜𝑟 
𝑆𝑐𝑎𝑙𝑒 𝑡ℎ𝑒 𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑤𝑒𝑖𝑔ℎ𝑡𝑠 𝑖𝑛𝑡𝑜 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 [0, 100]  
 

IV. EXPERIMENTAL RESULTS 
 

The experimental assessment of the proposed system 
is executed in the MATLAB. Z-Alizadeh Sani dataset 
is taken from the UCI AI archive as benchmark issues 
to assess the execution of proposed and existing   
strategy. Table 1 demonstrates the dataset attributes 
of the Z-Alizadeh Sani. It consists of 54 features. The 
performance of the proposed Improved Step 
Adjustment based Glowworm Swarm Optimization 
Algorithm with Weighted Feature based Support 
Vector Machine (ISAGSO-WFSVM) and existing 
methods such as J48 , Naïve Bayes (NB),   Hybrid 
Differential Evolution based Fuzzy Neural Network 
(HDEFNN) [26] and Fuzzy Extreme Learning 
Machine (FELM) [27] is compared accuracy, 
precision, recall and f-measure. 
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Table 1: Data Set Characteristics 

Name of the 

Dataset 
Z-Alizadeh Sani dataset 

Instances count 303 
Feature count 54 

Group count 

4 (Demographic, 
Symptom and 
examination 

ECG, Echo feature) 

Classification 
Each patient could be in 
two possible categories 

yes or no 

 

Performance metrics  

A. Accuracy  

In image processing, accuracy is the most intuitive 
measure of success that occurs in the correctly 
classified instance of occurrence and is simply the 
dividend of expected accurate values to the total 
observed measurements. 

Accuracy = TP+TN

TP+FP+FN+TN
    (12) 

Where,  

TP -  True Positive  

FN - False Negative  

FP - False Positive   

TN- True Negative 

B. Precision   

Precision defines the relevance of the results and is 
given by the ratio positive observations predicted 
correctly to the positive observations predicted in 
total.   

Precision = TP

TP+FP
 (13)  

C. Recall  

It is the percentage of positive measures receive 
adequate to entire observations comes under the 
“YES” class 

Recall = TP

TP+FN
 (14)  

D.  F-measure   

The F1 Score is also a measure of test accuracy and 
is characterized by the weighted average of accuracy 

and recall. This score thus takes both false positives 
and false negatives into account. 

F-measure =  2*(𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (15) 

V. RESULTS AND DISCUSSION 

The proposed approach ISAGSO-WFSVM is 
compared with four algorithms. The J48 , Naïve 
Bayes (NB), HDEFNN and FELM algorithms are 
taken into consideration. Table 2 shows the 
performance comparison for accuracy, precision, 
recall and f-measure. 

Table 2: Performance Analysis 

Algorith

m 

Performance metric in (%) 

Accura

cy 

Precisio

n  

Reca

ll  

F-

measu

re  

J48  81.42 58.5 86.5 71 

Naive 
Bayes  

82.52 64.1 79.8 78.4 

HDEFN
N 

84.46 65 87.1 88.8 

FELM 87.14 71 87.8 89.9 

ISAGSO
-
WFSVM 

92 79 91 94 

 

The proposed ISAGSO-WFSVM approach is 
compared with the existing HDEFNN and FELM 
approaches in relationship of accuracy and precision.  
The accuracy and precision performance are shown 
in figure 2. Adaptive features are selected in this 
proposed research work by using the Glowworm 
Swarm Optimization Algorithm based on Improved 
Step Adjustment (ISAGSO). This strengthens the 
reliability of precision and accuracy. From the 
analysis, it can be inferred that 92 percent accuracy is 
achieved by the suggested technique, whereas other 
techniques such as J48, Naïve Bayes (NB) , 
HDEFNN and FELM achieves 81.42 %, 82.52%, 
84.46%  and 87.14% respectively. And also precision 
of the proposed system is 79 % when existing method 
such as J48 , NB,  HDEFNN and FELM achieves 58.5 
%, 64.1 %, 65% and 71%  respectively. The proposed 
ISAGSO-WFSVM approach is compared with the 
existing HDEFNN and FELM approaches in 
relationship of accuracy and precision.  The accuracy 
and precision performance are shown in figure 2. 
Adaptive features are selected in this proposed 
research work by using the Glowworm Swarm 
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Optimization Algorithm based on Improved Step 
Adjustment (ISAGSO). 

 

Figure 2: Accuracy and precision comparison 

This strengthens the reliability of precision and 
accuracy. From the analysis, it can be inferred that 92 
percent accuracy is achieved by the suggested 
technique, whereas other techniques such as J48, 
Naïve Bayes (NB) , HDEFNN and FELM achieves 
81.42 %, 82.52%, 84.46%  and 87.14% respectively. 
And also precision of the proposed system is 79 % 
when existing method such as J48 , NB,  HDEFNN 
and FELM achieves 58.5 %, 64.1 %, 65% and 71%  
respectively. 

 

Figure 3: Recall and f-measure 

comparison 

Performance of Recall and f-measure of the proposed 
ISAGSO-WFSVM and existing HDEFNN and 
FELM approaches are shown in figure 3. Based on 
the selected characteristics, the heart disease is 
categorized using Weighted Feature-based Support 
Vector Machines in this proposed research work 
(WFSVM). It correctly predicted positive 
observations. From the graph, it tends to be inferred 
that 91% of recall recorded for proposed system, 
whereas other methods  such as J48 ,  NB,  HDEFNN 
and FELM attains 86.5 %, 79.8%, 87.1%  and 87.8% 
respectively. And also, f-measure of the proposed 

system is 94 % when existing method such as J48, 
NB, HDEFNN and FELM achieves 71 %, 78.4 %, 
88.8% and 89.9% respectively. 

V. CONCLUSION 

One of the key causes of loss of life globally is heart 
disease and early prediction of heart disease is 
significant. The Improved Step Adjustment-based 
Glowworm Swarm Optimization Algorithm with 
Weighted Feature-based Support Vector Machine 
(ISAGSO-WFSVM) is designed for the prediction of 
heart disease in this proposed approach. For optimal 
feature selection, the Improved Step Adjustment 
based Glowworm Swarm Optimization Algorithm is 
presented to improve predictive performance. The 
classification is carried out according to the features 
extracted by means of the Weighted Feature-based 
Support Vector Machine (WFSVM) classifier. In 
terms of precision, accuracy, recall and f-
measurement, the outcomes of the experiment 
revealed that higher performance was achieved as 
comparison to the present system.  
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